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COMPLEX EXAM SUBJECT 

 

Information theory and coding (recommended subject) 

 

- Entropy, relative entropy, mutual information. Fano’s inequality. Entropy in 

continuous case. 

- Uniquely decodable codes, prefix codes, Kraft-McMillan inequality, bounds on the 

optimal code length. Optimality of Huffman codes. 

- Channel capacity and channel coding theorem. 

- Error correcting codes. Linear codes, generator matrices, parity check matrices 
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