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• I. Fekete, L. Lóczi: Linear multistep methods and global Richardson 

extrapolation, Applied Mathematics Letters – discretization

• L. Lóczi: Guaranteed- and high-precision evaluation of the Lambert W function, 
Applied Mathematics and Computation – approximation

• D. Baráth, L. Hajder, L. Lóczi: Fast Globally Optimal Surface Normal Estimation 

from an Affine Correspondence, submitted – optimalization
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(1) Systems of ordinary differential equations with initial values – appearing 

in modelling 

Two classes of numerical methods: 

• one-step methods, i.e., Runge–Kutta methods (RK)
• linear multistep methods (LMM), i.e., Adams–Bashforth, Adams–Moulton, 
BDF-methods (for stiff problems)

(2) Classical Richardson extrapolation  (RE): given a sequence depending on a 

parameter,  how can one accelerate  its convergence?
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Idea: transform the sequence by considering a suitable linear combination 

of its terms
Two types of RE: global (form the linear combination only at the last step) or 
local (form the linear combination in every step)

In the literature:  RK methods have been combined with RE 

Idea: combine LMMs with RE – global version

Here, the sequence yn is generated  by the underlying LMM depending on the 

discretization step-size h.

Theorem. If the underlying method is of order p, then the extrapolated  

sequence has order p+1.

Advantage: existing LMM codes can directly be used to implement the 

LMM+RE method
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Theorem. Under some natural assumptions, the region of absolute stability 

of the LMM+RE method is the same as that of the underlying LMM method.
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The Lambert function W satisfies   W(x) eW(x) = x  (for x > - 1 /e)  — a 

generalization  of the logarithm function

The solutions to many polynomial-exponential-logarithmic equations can be 

expressed in terms of the W function

The W function has two real branches: W0 (continuous curve) and W-1 

(dashed curve)
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The W function gained popularity in the last few decades, and it is 

implemented in all major symbolic systems (e.g. Mathematica, Maple).

Both branches of the W function are now extensively used in science and 

engineering:
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The W function is not an elementary function, natural question: how to 

approximate it with elementary functions? 

There are several known formulae, including 
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Error estimates for the remainder terms in the series expansions?

For the recursive approximations:
What starting value should one pick? 

Is the recursion well-defined then? 

Will it converge for a particular value of x? 
If yes, what is the error committed when n recursive steps are performed? 

How many steps to take to approximate W(x) to a given precision?

How to tackle the difficulties when x is close to the branch point at -1/e, to the 

singularity near x < 0, or when x > 0 is very large? 

In our work, we analyzed the following recursion proposed by R. Iacono and 

J. P.  Boyd:

βn+1(x) :=
βn(x)
1+βn(x)

1+ ln x
βn(x)



• We proposed simple and suitable starting values (consisting of the basic 

operations, logarithms, or square roots) that guarantee monotone 

convergence  on the full domain of definition of both real branches.

• The quadratic rate of convergence  of the above recursion is proved via 

explicit and uniform error estimates.

• From these estimates, the maximum number of iteration steps needed to 

achieve a desired precision can easily be determined in advance.
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• Open questions: the W function has also ∞ many complex branches. 
Can one develop suitable recursions to approximate these + guaranteed 

error bounds?

• Main difficulty: what starting value to choose?

• Possible topic for a PhD dissertation
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Solutions:

TKP_workshop_20230118.nb     13



• 2015: a globally optimal estimator in the least squares sense as the solution 

of a quartic polinomial
• 2020: the optimal solution can also be found as a real root of a cubic 

polynomial

• In our work: we propose a new linear and globally optimal solution to 

surface normal estimation from a single affine correspondence. The derived 

symbolic formula contains 19 parameters,  and consists of only the four 
basic arithmetic operations. Therefore, one can completely avoid root 
extractions,  solving any higher degree polynomial equations, or employing 

any numerical or iterative methods. This new algorithm is five times faster 

than the above cubic solver.

Extensive  tests and comparisons:
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The actual formulae:
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